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LRP, created with:

lrpserver.hhi.fraunhofer.de/image-classification

Ah, the ears…

Ok, makes 

sense to me.

What is that?

ML model says rabbit...

… why?

XAI super hero
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And what is that?

ML model says fault...

… why?

Hmm… still don‘t get it.

Signals are jumping up and 

down all over the place…

recording of vehicle signals, taken from (Theissler, 2013)
XAI super hero

Let’s call this:

The non-inherent semantics problem.



Observation:

● large part of work in XAI done on tabular data and computer 

vision

● (expect to see explosion of work done on text thanks to the 

rise of LLMs)

Less work done on time series, possible reasons:

● non-inherent semantics problem making it harder to develop 

and evaluate explanations

● availability of data (e.g. Imagenet, CIFAR, MNIST, etc.)

But: time series are omnipresent

So we can conclude:

● XAI for time series is particularly challenging, but is worth the effort.

● It is great to have this workshop and a community of researchers.

XAI for time series: challenging and a bit „underresearched“
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Manufacturing

Automotive systems

Medicine

and many more…



XAI terminology in a nutshell

▪ intrinsically interpretable model: 𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 𝑴𝒋 𝒙  or  𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 𝑴𝒋  

 vs.

▪ explanations: 𝜺𝒊 𝑴𝒋 𝒙  or  𝜺𝒊 𝑴𝒋  
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(for non-intrinsically interpretable models) model-agnostic model-specific

local

(outcome explanation)
𝜺𝒊 𝑴𝒋 𝒙  𝑖 = 𝑐𝑜𝑛𝑠𝑡 ;  ∀ 𝑗 𝜺𝒊 𝑴𝒋 𝒙  𝑖 = 𝑗 ;  ∀ 𝑖, 𝑗 

global

(model explanation)
𝜺𝒊 𝑴𝒋  𝑖 = 𝑐𝑜𝑛𝑠𝑡 ;  ∀ 𝑗 𝜺𝒊 𝑴𝒋  𝑖 = 𝑗;  ∀ 𝑖, 𝑗 

Notation:

𝜺𝒊(… ): explanation

𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅(… ): understanding an explanation      

         or an instriniscally interpretable model

𝑴𝒋: machine learning model

𝒙: data item (i.e. time series)

𝑴𝒋 𝒙 : prediction of machine learning model

We should not forget:

Also for post-hoc explanations, the following is true: 𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 𝜺𝒊 …



Time series classification
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Definition: Given a dataset, time series classification is the task of training a function or mapping 𝑴𝒋 from

the space of possible inputs to a probability distribution over the class values such that an entire time series

𝒙 is mapped to class 𝑪𝒊.

𝑴𝒋 𝒙



Time series anomaly detection
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categorization following (Chandola, 2009)



Time series anomaly detection
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whole series anomaly detection

(resembles imbalanced time series classification)

detecting anomaly time points in 𝒙

detecting anomaly subsequences in 𝒙

Definition: Time anomaly detection is the task of training a function or mapping 𝑴𝒋 such that

either parts of or the entire time series 𝒙 is classified as „normal“ or „anomaly“.



Categorization of XAI for time series classification
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subsequences

based

time points 

based
instance based

explanation types

time points-based explanation:

a relevance score for every input data point  𝑡𝑖,𝑗 of time series 𝑥

where 𝑗 refers to the dimension in case of a multivariate time 

series

subsequences based explanation:

based on subsequences which can be original (“proper”) 

subsequences or deduced (“improper”) subsequences from 𝑥

instance based explanation:

entire instance is used for the explanation

source: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

https://doi.org/10.1109/ACCESS.2022.3207765


Time points based explanations

Attributions:

● use of external method to attribute model 

prediction 𝑴𝒋 𝒙 to time points of 𝒙

● many of the approaches originally 

proposed for tabular data or images and 

transferred to time series (SHAP, LIME, 

Grad-CAM, etc.)
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source: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

subsequences

based

time points 

based
instance based

explanation types

Attributions

Attentions

Attentions:

● use of model-internas to show which parts 

of 𝒙 the model focusses on

● typically: attention layer as part of some 

neural network structure – e.g. 

combination of LSTM and CNN

https://doi.org/10.1109/ACCESS.2022.3207765


Subsequence based explanations
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subsequences

based

time points 

based
instance based

explanation types

Attributions

Attentions

SAX

Shapelets

Patches

Prototypes

Feature-based

source: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

SAX:

● symbolic representation of “proper“ 
subsequences

● for example used to form bag-of-patterns 
(SAX-VSM, MR-SEQL)

Shapelets:

● “improper” subsequences that are most 

representative of class membership

● most research focusses on efficient shapelet 

generation, assuming shapelets to be 

interpretable by definition

▪ XCNN enhances interpretability by learning 
shapelets similar to real subsequences

▪ LASTS creates a decision tree of factual and 
counterfactual shapelets

Patches / Prototypes:

● representative “improper” subsequences

▪ e.g. P2ExNet

Feature-based:

● operate on features extracted from 

subsequences

▪ e.g. transformation to frequency domain 

https://doi.org/10.1109/ACCESS.2022.3207765


Instance based explanations
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subsequences

based

time points 

based
instance based

explanation types

Attributions

Attentions

SAX

Shapelets

Patches

Prototypes

Feature-based

Prototypes

Counterfactuals

Feature-based

source: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

Prototypes:

● time series 𝒙′ exemplifying the main aspects 
responsible for a model’s prediction 𝑴𝒋 𝒙

● prototypes are e.g. classified with nearest 
neighbours methods

▪ DPSN combines instance-based prototypes 
with shapelets

▪ TapNet and is applicable to multivariate time 
series

Counterfactuals:

● given a time series 𝒙, a counterfactual is a 
generated time series ෤𝑥, such that 𝑴𝒋 𝒙  ≠
 𝑴𝒋 ෤𝑥 and the difference between 𝒙 and ෤𝑥 is 
minimal
▪ NativeGuide yields counterfactuals with 

proximity, sparsity, plausibility, and diversity

▪ CoMTE obtains a distractor time series from the 
training set and substitutes parts of 𝒙 to obtain ෤𝑥

Feature-based:

● operate on feature sets extracted from the 
entire time series

● interpretability is offered for example using
▪ decision trees (MTDT) or 

▪ textual explanations (MODL-TSC)

taken from TapNet paper

https://doi.org/10.1109/ACCESS.2022.3207765


An application: Spectral and spatio-temporal explanation for multivariate EEG time series
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Approach: Classification with 1D-CNN and 3D-CNN. 

Novel hybrid SHAP-based explanation in spectral, 

spatial and temporal dimension.

XAI4EEG: spectral and spatio-temporal explanation of deep learning-

based seizure detection in EEG time series

https://doi.org/10.1007/s00521-022-07809-x

EEG channels on scalp

https://doi.org/10.1007/s00521-022-07809-x


A number of open issues we might 
want to work on

more can be found e.g. in: 

Explainable AI for Time Series Classification: A Review, Taxonomy and Research 
Directions

https://doi.org/10.1109/ACCESS.2022.3207765
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https://doi.org/10.1109/ACCESS.2022.3207765


Open issue 1: Base explanations on higher-order representations

Explainable AI for TSC and AD: Current state and open issues -- Andreas Theissler 15

THE PROBLEM:

Explanations based on time points or proper subsequences might not be sufficient 

due to the non-inherent semantics problem.

Remember: 𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 𝜺𝒊 …

see: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

https://doi.org/10.1109/ACCESS.2022.3207765


Open issue 1: Base explanations on higher-order representations
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RESEARCH DIRECTION:

Can we base our explanations on “higher-order representations” of the time series?

Using representations not constrained to the time domain (e.g. time, frequency, time-frequency, recurring patterns, missing patterns, 

statistical features, domain-specific terminology, etc. – all-in-one). 

see: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

Some work in that direction: 

• (Nguyen et al., 2019) uses multiple resolutions to work with subsequences

• SoundLIME (Mishra et al., 2017) uses time, time-frequency and frequency domain

• CEM, transferred to time series in (Labaien et al., 2020), uses existing and missing patterns

• XAI4EEG (Raab et al., 2023) incorporates temporal, spectral and spatial information in a domain-specific explanation

• Shapelet-based explanations, e.g. LASTS (Guidotti et al., 2020)

https://doi.org/10.1109/ACCESS.2022.3207765


Open issue 2: Higher-order explanations 
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THE PROBLEM:

Commonly saliency maps (heatmaps) on a time point or subsequence basis are used. 

Saliency maps show where in 𝒙 data points influenced the prediction 𝑴𝒋 𝒙 , 

but not necessarily why the prediction was made.

Again remember: 𝒖𝒏𝒅𝒆𝒓𝒔𝒕𝒂𝒏𝒅 𝜺𝒊 …

see: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

https://doi.org/10.1109/ACCESS.2022.3207765


Open issue 2: Higher-order explanations 
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RESEARCH DIRECTION:

Can we build “higher-order explanations” of the time series?

Using higher-level ways of explanations in addition to saliency maps.

Textual explanations, possibly in domain-specific terminology, seem to be a promising direction.

Example: Signal1 indicates that sensorX is erroneous because signal1 increases while signal2 remains constant

see: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

Some work in that direction: 

• textual explanations in TSXplain (Munir et al., 2019), were found to be valuable in a user study

• temporal logic is used in (Mohammadinejad, 2022)

https://doi.org/10.1109/ACCESS.2022.3207765


Open issue 3: Model-agnostic approaches desirable 
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THE PROBLEM:

During ML model selection, entirely different model architectures are competitive.

▪ In contrast to, e.g., computer vision applications, deep learning methods do currently not clearly dominate the field. In the search 

for the best method, deep learning, ensembles, distance-based methods, shapelets and further methods are used.  

▪ In order to compare the interpretability of these entirely different model architectures, model-agnostic methods are desirable. 

▪ While there is a variety of model-agnostics approaches, the majority of the approaches is model-specific.

see: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

14th Sep 2023, taken from:

https://timeseriesclassification.com/results

𝑴𝒋 𝒙 𝜺𝒊 𝑴𝒋 𝒙  

𝑖 = 𝑐𝑜𝑛𝑠𝑡 ;  ∀ 𝑗    or  𝑖 = 𝑗 ;  ∀ 𝑖, 𝑗  ?

https://doi.org/10.1109/ACCESS.2022.3207765
https://timeseriesclassification.com/results


Open issue 3: Model-agnostic approaches desirable
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RESEARCH DIRECTION:

Can we build a set of model-agnostic explanations, at least for use during model selection?

see: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

 Fun fact:  This very speaker is currently working on a time point-based, model-specific explanation.

Some of the work in that direction: 

• time points based: PERT (Parvatharaju et al., 2021), LEFTIST(Guilleme et al., 2019)

• subsequence based: LASTS (Guidotti et al, 2020)

• instance based: NativeGuide (Delaney et al., 2021)

https://doi.org/10.1109/ACCESS.2022.3207765


Open issue 4: The evaluation problem
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THE PROBLEM:

One strong motivation for our research field of XAI is: 

We want users to be able to trust the decision of ML models.

However: 

Can we trust our XAI methods?

A recent experimental study (Bodria et al., 2023) showed that XAI methods for computer vision may yield highly inconsistent results.

A fact that corresponds with our experience using XAI models.

see: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

https://doi.org/10.1109/ACCESS.2022.3207765


Open issue 4: The evaluation problem
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RESEARCH DIRECTIONS:

a) Quantitative evaluation of explanations should be developed further

b) Benchmark data sets with ground truth for evaluation are desirable 
▪ comparable to the image data CLEVR-XAI (Arras et al., 2022)

c) Evaluation should also address human interpretability
▪ from the >60 time series-specific XAI approaches reviewed in (Theissler et al., 2022) only four were evaluated with a user study

see: Explainable AI for Time Series Classification: A Review, Taxonomy and Research Directions

https://doi.org/10.1109/ACCESS.2022.3207765

Time series-specific work in that direction: 

• evaluation methods: (Schlegel et al., 2019), (Nguyen et al., 2020), (Baric et al., 2021), (Schlegel and Keim, 2023) [preprint]

• benchmark data sets: none that I am aware of – we keep creating our own artificial test data

https://doi.org/10.1109/ACCESS.2022.3207765


Thanks!

I am happy to have a discussion during the breaks…
Open for collaborations.

I am here all week. 

Wish you a successful workshop and conference!

Andreas Theissler

Aalen University of Applied Sciences

Germany

andreas.theissler@hs-aalen.de

www.ml-and-vis.org

https://www.researchgate.net/profile/Andreas_Theissler
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